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Honda Research Institute USA

baris kucuktabak@honda-ri.com

Rana Soltani Zarrin
Honda Research Institute USA

rana soltanizarrin@honda-ri.com

Zackory Erickson
Carnegie Mellon University

zackory@cmu.edu

Abstract: Clear communication of robot intent fosters transparency and inter-
pretability in physical human-robot interaction (pHRI), particularly during assis-
tive tasks involving direct human-robot contact. We introduce CoRI, a pipeline
that automatically generates natural language communication of a robot’s upcom-
ing actions directly from its motion plan and visual perception. Our pipeline first
processes the robot’s image view to identify human poses and key environmental
features. It then encodes the planned 3D spatial trajectory (including velocity and
force) onto this view, visually grounding the path and its dynamics. CoRI queries
a vision-language model with this visual representation to interpret the planned ac-
tion within the visual context before generating concise, user-directed statements,
without relying on task-specific information. Results from a user study involving
robot-assisted feeding, bathing, and shaving tasks across two different robots indi-
cate that CoRI leads to statistically significant difference in communication clar-
ity compared to a baseline communication strategy. Specifically, CoRI effectively
conveys not only the robot’s high-level intentions but also crucial details about its
motion and any collaborative user action needed. Video and code of our project
can be found on our project website: https://cori-phri.github.io/.

Keywords: Robot intent generation, Human-robot communication, Assistive
robotics

1 Introduction
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I'm now moving from 
your left wrist to your 
left elbow, gradually 
increasing my touch 
with the towel for a 

gentle sweep—please 
hold your arm steady.


...

Figure 1: Our proposed pipeline, CoRI, generating intent communication during an assisted bathing
task. Taking as inputs 1) visual perception from cameras and 2) motion plan from a trajectory
planner, CoRI generates natural-language explanations of the robot’s intention without requiring
any task-specific knowledge. This explanation may then be spoken to the user as the robot executes
its planned motion.

Robots are increasingly capable of interacting with humans physically, with wide applications in
assistive scenarios, such as bathing, feeding, and dressing [1]. Without communication, the au-
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tonomous motions of a robot assisting with such tasks can be ambiguous and difficult to interpret,
especially for non-experts. Thus, it is critical for robots to be able to clearly communicate their
intentions using natural language, which fosters transparency and interpretability [2, 3, 4, 5, 6].
Compared to expert-oriented interfaces with steep learning curves that are currently used by robotics
developers to interpret a robot’s planned trajectories [7, 8, 9], natural language is immediately un-
derstandable even for first-time robot users.

In this paper, we propose CoRI (Communication of Robot Intent), a pipeline that allows any robot,
regardless of its target task, to communicate to its user in the following three aspects:

• The overall intention of the robot. This is the task-level goal that the robot aims to achieve.
• All aspects of the motion of the robot. This includes details regarding the planned trajectory

itself—starting and ending positions, shape of the trajectory, as well as velocity and force
profiles. Furthermore, these descriptions are intuitive—without any numerical values, but with
references to the robot’s surroundings and with comparative language.

• If needed, user cooperation. We recognize that many assistive tasks require certain behaviors
from the user in order for the overall interaction to be successful (e.g. user taking a bite during
feeding). Hence, our pipeline also conveys any desired human behavior.

As shown in Figure 1, CoRI only takes as inputs 1) the robot’s image observation of its surroundings,
and 2) its planned spatial waypoint trajectory, containing dynamics information such as position, ve-
locity, and force. These two inputs have drastically different representations—one a 2D image and
the other a list of 3D waypoints—that must be jointly analyzed to infer the robot’s intent if no task-
specific information is provided. With CoRI, we design a combined visual representation of the two
inputs that captures various dynamics information, while emphasizing any interaction in the trajec-
tory. We then use a vision-language model (VLM) to effectively interpret this visual representation,
and subsequently a reasoning large-language model (LLM) to generate natural-language intent com-
munication grounded in the environment context. CoRI is tested in three assistive tasks involving
physical contact between the robot and the human user. We first generate intent communication
with CoRI, and then narrate the generated sentences as the robot executes each of these tasks. We
conduct a user study with these tasks on two different robots—Stretch, a mobile manipulator and
xArm, a tabletop robot arm—and evaluate our pipeline against both a no-communication strategy
and also a baseline strategy with scripted communication.

To summarize, we make the following contributions in this paper:

• CoRI, a task- and robot-agnostic pipeline for pHRI intent communication. It converts a robot’s
visual observation and its motion plan into environment-grounded natural-language statements
that cover: 1) task-level intent, 2) motion dynamics, and 3) desired human cooperation.

• We design a set of operations to visually embed a robot’s planned motion with dynamics in-
formation, and we show that even without any task-specific information, large vision-language
models can reason on this visual representation to generate communications that are consis-
tently aligned with the robot’s ground-truth intent and motion descriptions.

• We conduct a user study with 16 participants on three physically assistive tasks (bathing, shav-
ing, feeding) and two robot platforms, and we show that CoRI significantly improves users’
understanding of the robot’s intent compared to scripted or no-communication baselines.

2 Related Work

Intention Communication in Robotics. Communicating a robot’s intention can take various
forms, including modalities beyond text and speech [10]. One of the most popular approaches is
to generate some form of visualization of the robot’s goal or planned path. Some mechanisms in-
clude indicator lights onboard the robot [11, 12, 13], projection of the robot’s next motions directly
onto the world [12, 14, 15, 16], display screens for intent visualization [17, 18], or augmented re-
ality (AR) headsets worn by the human to observe the planned motion in 3D [19, 20, 21, 22, 23].
Unlike these methods, our approach conveys rich intent information using natural language, making
it adaptable across tasks and free from specialized visualization hardware. Another line of work de-
signs implicit communication through a robot’s motion, either through gestures that carry semantic
meaning [13, 24, 25, 26, 27] or specially-designed legible motions, in the sense that the robot’s goal
would be clear to a person observing the robot’s motion [28, 29, 30, 31]. In contrast, our approach
communicates the intent behind any planned motion using language, without requiring specially
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crafted motions, and remains accessible even when visual cues are missed. Explicit verbal commu-
nications in current literature sometimes appear in the form of scripted sentences [32, 33, 34] and
may be paired with other forms of communication such as gestures [26, 27, 35], but such scripted
communication tend to see limited application areas. More free-form verbalization of a robot’s
plan mostly addresses the problem space of navigation [36, 37], where the robot’s environment can
be more easily mapped and represented semantically, compared to an arbitrary manipulation task.
Our work is similar in the sense that we also generate purely verbal, unscripted communication.
However, our method focuses on physical human-robot interaction, inferring high-level intent and
desired user behavior from the robot’s current state alone, without relying on prior knowledge of its
morphology, task, or environment, making it more broadly applicable in various assistive scenarios.

VLMs and LLMs in Robotics. VLMs and LLMs are being employed successfully across a num-
ber of research thrusts in robotics, including reward function generation [38, 39, 40, 41], plan-
ning [42, 43, 44], and closed-loop low-level action generation [45, 46, 47]. Different from these
applications listed, our work utilizes outputs of a LLM not to generate robot motions, but instead
directly in the form of natural language as communication. In this sense, some of the most relevant
lines of work are the ones that embed LLMs in socially assistive robots and voice assistants for
verbal communication, in the context of information retrieval, conversation, or issuing motion com-
mands [48, 49, 50]. Contrary from these systems that primarily respond to user-initiated interactions,
our work enables robot-initiated communication to proactively convey intent during physically as-
sistive tasks. Another line of work solves the problem of converting a robot’s multimodal perception
and action into natural language narration, mainly for the purpose of failure identification, explana-
tion, and correction, directed at robot developers [51, 52]. Although our work shares a similar idea
of translating perception and action into language, we instead focus on communication of intent, in
language that is easy to understand for users with little technical experience.

3 Problem Statement and Assumptions

We consider the problem of generating natural-language intent communication for an arbitrary robot
based on a planned motion that carries out some physically assistive task. We first make the as-
sumption that there is a human within the robot’s observation, as the robot’s planned motion should
involve interaction with a person. Next, the only two pieces of information available in synthesizing
communication are the following (also shown in the top-left of Figure 2):

• Image observation o—an RGB image of the environment and person from the robot’s camera.
This can come from a head-mounted camera in the case of a mobile robot, or a spatially-fixed
camera in the case of a stationary robot arm. Additionally, if the robot is holding a tool, and
the environment image cannot clearly capture the tool, then a wrist camera image ow may
optionally be included for more details.

• Trajectory τ = {xi : xi = (ti,pi, gi, vi, fi)}Ni=1—a list of waypoints in 3D space. Each
waypoint xi includes its timestamp ti ∈ R+, the robot end-effector Cartesian position relative
to the robot’s base frame pi ∈ R3 , open/closed status of the gripper gi ∈ {0, 1}, velocity
magnitude vi ∈ R+, and intended amount of force to be applied through the end-effector
fi ∈ R+. This trajectory can be generated from an arbitrary motion planner.

From these two pieces of information alone (i.e. without any knowledge on the specific task or
robot), we would like to generate user-directed verbal communication that encapsulates the robot’s
intent, details on its motion, as well as any user cooperation needed (as described in § 1). We
additionally assume that if the trajectory were to be executed, then the robot’s end-effector would be
captured by the robot’s camera for the majority of the motion (e.g. the end-effector can start slightly
outside the frame, but all “core” motions should be in the frame).

4 Method

Figure 2 provides an overview of our CoRI pipeline, which consists of two stages. Our pipeline first
visually encodes the trajectory τ in the context of the image observation o, including rich dynamics
information while also being interaction-aware (§ 4.1). This provides augmented visual context for
subsequent visual reasoning queries to a VLM, before a reasoning LLM generates the final verbal
communication (§ 4.2).
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trajectory with 
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Communication Generation 
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Verbal 
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You are a robot, and you have a 
planned trajectory to interact 
with your surroundings.

Here is what you currently see:

   [   ,   

 What are currently in the 
environment

 What is the robot holding in 
between its grippers

 What function could this 
object serve?



[VLM Response]

Trajectory Comprehension (VLM)
Observe this segment:[   ,   ]

At waypoint 12, the robot is at 
(-16.5,49.2,... The last waypoint 
is closest to left elbow.



Where is the initial waypoint? ...

What’s the initial speed? ...

Are there forces involved? ...



Generate a description of the 
robot’s motion in this segment.



[VLM Response]

[Repeat for each segment]


...I'm now moving from your left wrist 
to your left elbow, gradually 

increasing my touch with the towel...

Figure 2: Overview of our CoRI pipeline. The pipeline takes as input an image observation o of
the environment and person, along with a planned 3D trajectory τ . CoRI first performs interaction-
aware trajectory encoding to extract body landmarks, segment the trajectory, and visually encode
the planned motion into visual context. Finally, it queries a VLM and a reasoning LLM respectively
to interpret the visual information and generate user-oriented verbal communication.

4.1 Interaction-aware Trajectory Encoding

Body Landmark Detection and De-identification Since we assume the image observation o cap-
tures a person, CoRI first performs body pose recognition of the user through MediaPipe [53]. Next,
to preserve privacy when passing this image to a VLM, our pipeline blurs out the facial area of the
user. The detected body landmarks are then annotated on the base image for enhanced spatial rea-
soning, including the facial landmarks (see top-middle of Figure 2). We denote this annotated and
de-identified image as oa.

Trajectory Segmentation To facilitate clear interpretation and communication of robot intent,
CoRI segments the trajectory τ based on meaningful interaction events, which we define based on
the following three criteria:

1. Opening or closing of the gripper, indicating intended object retrieval.
2. Presence of end-effector forces, indicating planned contact with a person or the environment.
3. Pause (>2 s) of the robot end-effector, which could be waiting for some user action.

Therefore, CoRI breaks up the trajectory when there is a change in the gripper state, when there is a
period of sustained nonzero external force, or when there is a pause. Mathematically, we represent
the ordered set of indices I ⊂ {1, . . . , N − 1} at which the trajectory is segmented as follows:

I = {i : (gi 6= gi+1)︸ ︷︷ ︸
gripper change

∨ (fi = 0 ∧ fi+1 6= 0) ∨ (fi 6= 0 ∧ fi+1 = 0)︸ ︷︷ ︸
onset or termination of force

∨ (pi = pi+1 ∧ ti+1 − ti > 2)︸ ︷︷ ︸
pause

}

where ∨ denote logical or and ∧ denote logical and. If we denote the set of segmentation indices as
I = {ik}Kk=1, the resulting set of trajectory segments can then be represented as:

{τ1, τ2, . . . , τK+1} = {{x1, x2, . . . , xi1}, {xi1+1, xi1+2, . . . , xi2}, . . . , {xiK+1, xiK+2, . . . , xN}}
This interaction-based segmentation allows each segment to be individually visualized and then in-
terpreted by a VLM for greater clarity. We then mirror this segmentation in the final communication
by generating one sentence per segment, enabling the user to receive the same structured under-
standing in verbal form.

Visual Representation of Planned Trajectory In order to ground the Cartesian trajectory in vi-
sual context for a VLM to reason, we project waypoints of each trajectory segment τi into the pixel
space of the annotated image oa. Our pipeline first creates a whitened version of the image anno-
tated with body pose, and overlay these pixel-space waypoints on top (see top-right of Figure 2).
The whitening process helps with better distinguishing the overlay from the actual world. The over-
lay is designed to contain visually-interpretable dynamics information—the starting waypoint in the
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segment is shown as a red square, the ending waypoint as a blue square, and all middle waypoints
as circles colored in different shades of green, with darker green associated with slower velocity
and brighter green higher velocity. Moreover, consecutive waypoints are connected with a straight
line, which is colored according to the amount of force between the waypoints, mapped onto a color
gradient from cyan to purple. We denote this overlay image per segment as oτi . Recognizing that
the overlay may only take up a small portion of the image oτi , we additionally create a cropped
version o′τi for each segment τi, reduced to the area just around the trajectory in that segment (see
top-right of Figure 2, row 2). With both the full overlay image oτi and the cropped version o′τi for
each segment, the VLM can reason about both the high-level relationship between the trajectory
segment and the person/environment, as well as the low-level dynamics of the segment itself.

4.2 Language-model Querying

With the trajectory segmented and visually encoded, CoRI next interprets this information in con-
text using a VLM in two stages, followed by generating natural language communication with a
reasoning LLM. We use GPT-4o as the VLM and o3-mini as the reasoning LLM. Examples of full
prompts and responses can be found in the Appendix.

Environment Comprehension Stage. CoRI first queries the VLM to reason on the annotated
image oa, as well as the wrist camera image ow if provided. In this stage, the VLM is asked to output
a description of oa and, if the gripper is closed at the start of the planned trajectory, a description
of the object held by the robot and the object’s potential function (see bottom-right of Figure 2 for
prompt snippets).

Trajectory Comprehension Stage. After the VLM responds to the previous query, CoRI next
provides it with the overlay images oτk and o′τk , one segment at a time. Alongside these images,
all information from the trajectory segment τk is provided in textual form, as well as the closest
body landmarks to the segment’s start and end (see bottom-middle of Figure 2 for examples). In the
same prompt with this visual and textual information, the VLM is asked simple questions that each
targets one specific aspect of the motion. For example, “Where is the blue square waypoint in the
image?” helps localize the starting point, and “Are there forces involved? If so, in what region is
this force being applied on?” helps identify where contact happens. These questions are grouped
by motion feature (position, velocity, or force), and most can be answered by observing the pair
of images. Through these structured questions, the VLM incrementally builds an understanding of
different aspects of the segment’s motion, and at the end of the same prompt, the VLM is asked
to generate a rich description of the segment, which incorporates the earlier answers. For the last
segment, CoRI additionally asks for an overall intention for the entire trajectory τ , as well as any
actions required from the user to cooperate with the robot for each segment. Note that this intention
reflects the task-level goal of the robot—distinct from the motions—and is deduced solely from
reasoning about the trajectory τ within the observation o, without any prior knowledge about the
underlying task. The desired user cooperation is likewise inferred through this visual reasoning.
At the end of this stage, CoRI extracts the following textual outputs from the VLM: environment
summary, per-segment summaries, overall intention, and any desired user cooperation.

Communication Generation Stage. With this textual information, CoRI queries the reasoning
LLM to generate user-directed intent communications—spatially grounded and informative state-
ments that are interpretable by the general populace, without jargon. As mentioned in § 4.1, CoRI
outputs one sentence per trajectory segment, which communicates the overall intention, all aspects
of motion, and desired user behavior (details as described in § 1). These statements can then be
conveyed to a user over various modalities, and in this work, we specifically use speech.

5 Experiments

To demonstrate that CoRI can effectively communicate robot intent and can be directly applied to
different robot morphologies, we designed a series of physically assistive tasks on different robots
(§ 5.1) and conducted a user study (§ 5.2) to obtain subjective evaluations from participants.
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I'm now moving from your left wrist to your left 
elbow, gradually increasing my touch with the towel 
for a gentle sweep—please hold your arm steady.

(a)

Now I'm slowly and steadily advancing from your left 
elbow to your left wrist, gently applying even pressure 

to trim the hair; please keep your left arm still.

(b)

I'm moving upward and forward along a gentle arc 
toward your mouth, slowing down as I near so you 

know it's time to open your mouth and take your food.

(c)

Figure 3: The three tasks implemented and used in the user study, along with example commu-
nications generated by CoRI: (a) simulated bathing—moving a piece of dry washcloth along the
user’s forearm, (b) simulated shaving—moving a surgical clipper with a fake razor along the user’s
forearm, and (c) feeding—bringing the user a spoonful of food.

5.1 Tasks and Robotic Systems

We designed motion planners for three different tasks on two robot setups to test the universality
of our pipeline. Two of these tasks are performed by the Stretch 3 robot, a single-arm mobile
manipulator. The first task is simulated bathing, in which the robot guides a piece of dry washcloth
on the user’s arm. The second task is simulated shaving, in which we replaced the razor on a
surgical clipper with a 3D-printed plastic shaver head, and have the robot move it across the user’s
arm in different patterns to simulate trimming. The third task is feeding, which is performed by
an xArm 7 robot, a 7 degree-of-freedom manipulator mounted on a table. Figure 3 shows example
snapshots from the three tasks during one segment, along with CoRI’s generated communication for
that segment.

In each of the tasks, we designed two different trajectories for the planner, with differences intended
to highlight the various types of information CoRI can communicate. The bathing task focuses on
communicating changes in velocity and force, the shaving task on communicating the shape of the
trajectory, and the feeding task on communicating desired human behavior. For example, in the
bathing task, the first trajectory involves bathing the left forearm from wrist to elbow, in increasing
force, and the second trajectory involves bathing the same region with constant force, but then
continuing towards the shoulder at a higher velocity.

In terms of synchronizing the robot’s motion with the communications, we first have the robot speak
its sentence for the first segment τ1, and then start the robot’s planned motion. For each of the
subsequent segments, we time the robot’s speech such that it first narrates its intent statement for
the segment, and the corresponding movement only begins halfway into the speech. Symbolically,
suppose the statement for segment τk would take a time of tsk to be spoken verbally, then the state-
ment starts playing at 0.5tsk before the motion in τk starts, i.e., the statement plays at tik−1

− 0.5tsk
(recall ik−1 is the waypoint index separating τk−1 and τk). In this way, each statement starts slightly
ahead of the action it describes. Once the robot’s motion starts, it does not pause specifically for
communication; speech is embedded within continuous motion.

5.2 User Study

We conducted a user study with 16 participants (7 female, 9 male, ages 18–49), each of whom expe-
rienced all three tasks, two different trajectories, and three different communication strategies—the
CoRI method, a baseline scripted communication strategy commonly found in prior literature, and
a no communication strategy—for a total of 18 trials per participant. The baseline communica-
tion strategy generates a per-segment statement using the body landmark closest to the end of the
trajectory segment and saying “I’m moving towards your <LANDMARK NAME>.” This type of param-
eterizable scripted communication is commonly used as a baseline in other research on robot intent
communication [14, 26, 27]. The order of tasks and communication strategies was counterbalanced
across participants. After each trial, the participants were asked to fill out a questionnaire of the
following Likert items, on a 1-7 scale (7 for strongly agree, and 1 for strongly disagree):

L1. I felt confident predicting the robot’s next action.
L2. I understood what the robot was going to do.
L3. The robot’s actions matched its communications.
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4
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7
****

****
Motion Comprehension Items

L3 L4 L5 L6

***** ** ***

Communication-Focused Items

Comm. Strategy
CoRI (Ours)
Baseline
No comm

Figure 4: Box plots showing distribution of Likert-item responses for each participant, taking the
median score per item and communication strategy. Left: Motion comprehension items (L1, L2),
comparing our method (CoRI) against both the baseline and no-communication strategies. Right:
Communication-related items (L3–L6), comparing CoRI against the baseline only. A Wilcoxon
signed-rank test was used to assess statistical significance for each pairwise comparison involving
CoRI. Asterisks denote significance levels (p < 0.05, p < 0.01, p < 0.001).

L4. The robot correctly communicated its intentions.
L5. The robot’s communications fully captured its actions in all notable aspects.
L6. The robot clearly communicated what I should do in the interaction.

L1 and L2 are adapted from [54], aiming to evaluate the user’s level of understanding of the robot’s
motion, and the remaining questions are more directly targeted at the communication. L3 is to make
sure that the communication is consistent with the motion, which we expect the baseline to also
satisfy. L4–L6 specifically correspond to each of the three areas of desirable information covered in
§ 1: overall intention, all aspects of motion, and desired user behavior.

6 Results and Discussion

6.1 Likert Item Responses

For each participant, we computed the median of their responses to each Likert question under each
communication strategy. This yields one representative score per strategy for each participant and
question. The resulting distributions are shown in Figure 4. Since all participants experienced every
communication strategy, we perform within-subject comparisons using pairwise Wilcoxon signed-
rank tests. For motion comprehension items (L1, L2), we compare our method (CoRI) against both
the scripted baseline and the no-communication strategy; for communication-focused items (L3–
L6), we compare CoRI only against the baseline strategy, as the no-communication strategy doesn’t
apply here. All comparisons show statistically significant differences (p < 0.01).

For both motion comprehension items (L1 and L2, left panel of Figure 4), participants rated our
method (CoRI) significantly higher than both the scripted baseline and the no-communication strat-
egy (p < 0.01 for all pairwise tests). Ratings for CoRI cluster near the maximum score of
7, indicating consistently better interpretation of robot motion compared to the baseline and no-
communication strategies, which show greater variability and lower medians.

For communication-focused items (L3–L6; right panel of Figure 4), CoRI also receives higher me-
dian scores than the baseline across all items. All pairwise tests show statistically significant dif-
ferences (p < 0.01 for all), with the largest differences in items L4 and L6 (p < 0.001 for both),
which specifically assess communicating task-level intention and eliciting appropriate user behavior,
respectively. These two items require in-context trajectory reasoning, which CoRI achieves through
visual trajectory encoding and interpretation through VLM. In contrast, the scripted baseline lacks
contextual interpretation capabilities.
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6.2 Entailment within Ground Truth

In addition, for each trajectory segment, we design a ground-truth paragraph that contains informa-
tion consistent with the intent and motion of the trajectory planner, including all dynamics features
and possible collaborative user actions. These oracle descriptions are designed to encapsulate all cor-
rect information that could be communicated to the user, but too verbose if spoken verbally to the
user directly. We then compare each of the statements generated by CoRI throughout the user study
to the corresponding ground-truth paragraph, and obtain the probability that the generated statement
is entailed within the fixed ground-truth, through the RoBERTa-large model [55] fine-tuned on the
Multi-Genre Natural Language Inference dataset (MNLI). A statement then would receive a high
entailment probability (values close to 1) only if the statement contains no information absent from
the ground-truth paragraph, i.e. “false” information that is inconsistent with the robot’s motion plan.
We additionally generate a one-sentence summary of each ground-truth paragraph through an LLM
and obtain their entailment probability. These oracle summaries are not available to the robot at
test time, but their entailment scores serve as approximate upper bounds to attainable scores. The
ground-truth paragraphs and their summaries can be found in the Appendix.

Table 1: Mean entailment probability (±1 SD). “Oracle summaries (UB)” refers to summaries of
ground-truth paragraphs, which serve as approximate upper bounds for achievable scores.

Task Bathing Shaving Feeding

CoRI (Ours) 0.95 (±0.03) 0.95 (±0.06) 0.95 (±0.08)
Baseline 0.88 (±0.21) 0.70 (±0.40) 0.69 (±0.31)
Oracle summaries (UB) 0.96 (±0.05) 0.98 (±0.01) 0.96 (±0.05)

Table 1 summarizes the mean entailment probability across all participants, grouped by task. As
shown, the statements generated by CoRI achieve high entailment probability for all tasks and also
score similarly to the oracle summaries, hence close to the best achievable score. Overall, our results
confirm that CoRI can reliably infer and communicate the robot’s intent directly from images and
planned trajectories, achieving near-oracle consistency without any explicit task information.

7 Conclusion

We present CoRI, a pipeline that converts a robot’s visual perception and planned motion into user-
directed natural language communication of the robot’s intent for physical human-robot interaction.
Through grounding the planned trajectory in visual context, we are able to generate statements that
not only communicate the high-level intention, but also crucial aspects about the robot’s motion as
well as any desired human collaboration. We conducted a user study to evaluate the pipeline and
observe that CoRI generates concise statements that are semantically similar to verbose oracle intent
statements, while also outperforming baseline communication methods.

Limitations

This work focuses on information completeness and accuracy of communications generated by
CoRI, but does not consider psychological effects, such as perceived safety, comfort, or user trust.
Further studies are needed to assess these psychological perceptions, which could be crucial to future
widespread deployment of assistive robotic technologies. We observe strong results for three phys-
ically assistive human-robot interaction tasks on two robots; however, future work would benefit
from evaluating how the intent communication pipeline extends to additional pHRI tasks—such as
object handover, assisted dressing, and hair combing—as well as different robots. Moreover, CoRI
currently supports preplanned trajectories and not closed-loop controllers or policies that generate
short-horizon actions, trained using reinforcement learning or imitation learning. This is in part due
to the latency associated with VLM and LLM queries. Additional investigation is needed to extend
this framework to real-time control policies such as by leveraging local language models [56, 57]
and through rolling out policies in a parallel simulation environment.
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A Example Prompts and Responses

Given each pair of inputs (image o and trajectory τ ), CoRI makes queries to large vision-language
models in different stages in order to generate intent communication (§ 4.2). In each prompt, most
of the content is static—fixed text that is not dependent on the inputs. Only certain sections of the
prompts are dynamically determined based on the inputs, especially on the trajectory τ . Below we
show example prompts and responses corresponding to the particular trial of the bathing task shown
in Figure 2 of the paper. We color all input-dependent, dynamically-determined information in navy.

A.1 Environment Comprehension Stage

In the prompt for the environment comprehension stage, we query the VLM with two input images
(annotated image oa and wrist camera image ow) and ask for a description of the robot’s surround-
ings in open-ended fashion. Additionally, only if the gripper is closed at the start of the trajectory—
i.e. if g1 = 0—we also ask the VLM to give a description of the object held by the gripper, and its
potential function (relevant questions colored in navy) in the following prompt example. Note that
the wrist camera image ow is only to better observe any object the robot is holding. If the robot is
not holding any object, or if oa can already capture the object well enough, then only oa is needed
for the reasoning, and the wording of the prompt can be easily modified to accommodate for the
change.

Prompt

# General descriptions:
You are a robot, where you have planned a trajectory to interact with what you see around you.
You have a gripper that may hold an object.
You are given two base images of what you currently see, with the first one being a big-picture
view, and the second one from a camera mounted at the wrist of the gripper, capturing the
content held by the gripper. For privacy purposes, all humans being captured in the picture
have their face blurred out. However, all major body joints have been detected and labeled,
as well as notable facial landmarks (eyes, nose, and mouth). Note that a light blue-colored
landmark means it’s the person’s left side, and a yellow-colored landmark means the person’s
right side. Remember this in your reasoning. Observe, and respond to the following questions:
What are currently in the environment?
[The following questions are added only if the gripper is closed at the start of the trajectory.]
What is the robot holding in between its grippers?
Use your most likely guess for what the thing is, and don’t infer beyond what you see. Suppose
the robot does not let go of what it’s holding. Then what function could this thing serve, in the
context?

Response

### Environment:
- A person is sitting on a bed or couch, wearing a maroon hoodie and jeans.
- The person’s body joints and facial landmarks are labeled with blue and yellow markers,
indicating left and right sides.
- The setting appears to be indoors, possibly a room or living area.

### Object in Gripper:
- The robot is holding a white cloth or towel between its grippers.

### Possible Function:
- If the robot does not let go of the towel, it could be used for cleaning or wiping purposes, such
as assisting the person with personal hygiene or tidying up the surrounding area.

A.2 Trajectory Comprehension Stage

Recall that CoRI makes a query for each trajectory segment τk in this stage, where the image inputs
are oτk and o′τk for segment k. Each query consists of three sections: “Understanding your planned
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trajectory”, “Kinematic description for image k”, and lastly “Task descriptions”. The first section
describes the visual trajectory, and also gives a description of the textual trajectory information,
which is contained in the second section. The last section lists the series of questions for the VLM
to answer, as well as asking for the overall description. Therefore, only the middle section—the
section on textual trajectory information—changes across each segment. The other two sections are
completely fixed. Therefore, we only show these fixed sections for the first segment for simplicity.
Extended numerical information is also omitted for clarity. Note that in the prompt, “image” is used
interchangeably with “segment”.

Prompt (τ1)

# Understanding your planned trajectory
Your planned trajectory is represented both visually through images and textually. Below are
explanations for the meaning of these representations.
## Planned trajectory represented in images:
Here is sequence of images showing your planned trajectory as overlays on the base image.
You will be shown the sequence one at a time, each accompanied by a cropped version that
better displays the trajectory. Your planned trajectory is shown as waypoints connected by
lines. In each image, the starting position is shown as a blue square, and the ending position as
a red square. The rest of the waypoints in the middle are shown as circles in different shades
of green, darker with lower velocities, and brighter with higher velocities. As another visual
cue beyond the color, the length of the line segment connecting two consecutive waypoints is
directly proportional to the speed at which the segment is travelled at. Additionally, forces are
also represented in the images: The line segments connecting the waypoints are shown in cyan
if the segment doesn’t have any force. If there is force, then the line segment is colored in a
gradient that shows cyan when the force is small and magenta when the force is large. These
small and large are relative to the segment itself, and not absolute. Each subsequent image in
the sequence starts at the last waypoint of the previous image and continues the trajectory. The
base image is whitened for you to more clearly observe the overlay trajectories.
## Overview of textual description to the planned trajectory:
For each image in the sequence, there is textual description of the robot end effector’s position,
velocity, force, and other relevant information, mostly regarding the waypoints shown in the
images. The meaning of these descriptions are explained below:
### Position descriptions:
These describe the position of the robot end-effector at each waypoint, as well as the relative
translation between adjacent waypoints. Units are in centimeters.
### Velocity descriptions:
These describe the average velocity of the robot end-effector as it goes between adjacent
waypoints. Units are in centimeters per second.
### Force descriptions:
These describe the force profile of the robot end-effector as it goes between adjacent way-
points, if there are moments of nonzero forces between two waypoints. Each nonzero profile is
represented as a list, showing the change in force from one waypoint to the next. The first entry
in the list represents the force at the starting waypoint, and the last entry represents the force
at the ending waypoint. The middle entries represent the force profile as the robot end-effector
moves from the starting waypoint to the ending waypoint. These forces represent the amount
of force that the robot’s end-effector is applying to some external object, and ignore the effect
of anything that the robot is holding. This means that the robot plans to be in contact with
some external object if and only if there are forces present. Units are in Newtons.
### Coordinate convention
The coordinate system in these descriptions are defined relative to the robot’s base, and
an illustration of this convention is shown in the top left corner of every image, where red
represents the positive x direction, green represents the positive y direction, and blue represents
the positive z direction. The positive z direction is also the ’upwards’ direction in real world,
so it is upwards relative to any reference object that typically lies in the x-y plane (e.g. tables,
floors).
## Human body landmark positions
In addition to the robot planned trajectory, you will also be told the position of each of the
visible body landmarks of any human being captured in the image. For example, if an arm is
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visible, then you will be told the positions of the wrist, elbow, and shoulder. These positions
are defined in the same coordinate system as the trajectory. Additionally, for each image, you
will be told which landmark is closest to the starting and ending waypoint of the trajectory
respectively, along with the distance to the waypoint.
### Gripper status
You will be told the gripper state (open or closed) at the start of each image. It maintains the
same throughout the same image, and may only change in between images. Note that the
gripper is closed at the start, and whatever the robot is holding will continue to be held, unless
there is further communication saying that the gripper has been opened. Therefore, while the
gripper is holding the object, reason about the function of the object and how it might interact
with the environment.

# Kinematic description for image 1
At the start of image 1, the gripper is closed.
## Position descriptions
At waypoint 1, the position of the gripper center is at (-4.3, -39.1, 79.3). From waypoint 1
to waypoint 2, the general motion of the robot is (-2.0, -1.7, -0.2) centimeters. [...] At
waypoint 9, the position of the gripper center is at (-16.0, -49.2, 74.2).
## Velocity descriptions
From waypoint 1 to waypoint 2, the average velocity of the robot is 3.0 centimeters per second.
[...] From waypoint 8 to waypoint 9, the average velocity of the robot is 2.0 centimeters per
second.
## Force descriptions
There is no external force planned during this section.
## Human body landmark positions
The following are the positions for each of the detected body landmarks in the image: left
wrist: (-16.0, -49.2, 74.2) centimeters, [...]
The first waypoint in this segment is closest to the left wrist at a distance of 16.3 centime-
ters. The last waypoint in this segment is closest to the left wrist at a distance of 0.0 centimeters.

# Task descriptions
Your high-level goal is to summarize what the planned trajectory of the robot is trying to ac-
complish, and do so without numerical values, but with references to other components of the
environment. You will answer a series of questions as you move towards building a complete
statement.
For each image (segment), you answer the following questions:
1) Consider the position of the robot end-effector. Answer the following primarily from look-
ing at the images, but refer to human body landmarks in the exact name (left shoulder, right
elbow, etc.). When describing left and right body parts, always reference them from the per-
son’s perspective and not from the image. Light blue landmarks indicate the person’s left side,
and light yellow landmarks indicate the person’s right side. Do not mix them up. This is re-
gardless of image orientation. Use the trajectory in the image as your top reference, and use the
cropped version for you to more clearly observe the trajectory itself. Do not make additional
assumptions.

1a) Where is the blue square waypoint in the image? (this is where the motion starts) How
close is the starting point in this segment to the nearest body waypoint, by looking at the tex-
tual information provided? If it is close, then the blue waypoint you see should be near that
landmark in the image as well. Note that this is often the ending position of the last segment,
unless this is the first segment, in which case it should be near the robot’s gripper. Also note
that this is different from the light blue body landmark. The landmarks are larger and have a
paler color.

1b) Where is the red square waypoint in the image? (this is where the motion ends) How
close is the ending point in this segment to the nearest body waypoint, by looking at the textual
information provided? If it is close, then the red waypoint you see should be near that landmark
in the image as well.

1c) What is the shape of the trajectory? Is it a straight line, or some other shape?
1d) Does the trajectory get close to some reference object in the environment, or pass

through any human landmark? This can be either in the middle of the motion or at the end.
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If so, note the waypoint at which the robot gets closest to any landmarks/objects. Note that the
trajectory may not be a straight line, so be sure to trace all the points from the start to the end,
along the line segments.

1e) Is it moving towards something in the environment? If not, then is it moving in some
nominal direction? You may use ’upward’ and ’downward’ to indicate +z and -z axes, as well
as ’forward’ and ’backward’ to indicate the robot arm’s reaching out and retracting back.
2) Consider the velocity of the robot end-effector. Recall that a brighter-green waypoint indi-
cates higher speed, and darker-green point means lower speed. Length of line segments con-
necting two waypoints is also directly proportional to the speed. Base your response primarily
on the textual velocity descriptions, and only use visual when you want to locate an interesting
waypoint. Note that for this part, we define a ”notable difference” or a ”change” as anything
greater than a two times difference. So if the speed decreases to more than half, it’s called a
slowdown, and if the speed increases to more than twice before, it’s called a speedup.

2a) What is the speed of the robot near the start of this segment?
2b) What is the speed of the robot near the end of this segment?
2c) Is the starting speed notably different from the ending speed of the last segment?
2d) Is the ending speed in this segment notably different from the starting speed in this

segment?
2e) If there is a notable change in velocity in this segment, either within the segment itself

or as it transitions into this segment from the last, answer additionally the following:
2e.i) At which waypoint does this change happen?
2e.ii) Where is the robot end-effector position located within the environment, at this

waypoint? Refer back to question 1 and the images to answer this.
2e.iii) After this change, where is the robot moving towards?

3) Consider the force of the robot end effector. Recall that the line segments between two
waypoints are colored according to the external forces as the end effector travels through that
segment. In a gradient from blue to red, blue means lower force and red means higher force.

3a) Are there forces involved? If not, then you don’t have to answer the rest of the questions
in question group 3.

3b) If so, in what region is this force being applied on? Refer back to question 1 on the
positions, as well as the images to answer this.

3c) Is that force changing throughout the segment? If so, how is it changing over the region
that the force is applied on?

3d) The robot gripper is holding something in this segment; it is likely that the forces are
being applied through this object being held, so what function could the held object serve, in
relation to other components in the environment? What is robot planning to interact with?
## Overall description for each segment:
After you answer these questions, associate the different components of this segment of
motion—position, velocity, force—in the context of the environment. Generate a description
of the robot’s motion throughout this segment. When describing the motion direction, only use
nominal directions when there isn’t a clear object in the environment which the robot is moving
to, or when the motion towards that object isn’t a straight path. Otherwise, always describe the
motion by referring to objects in the environment. If the motion is towards a body landmark,
always use the exact name of the landmark, and don’t refer to general body locations. The
point is to be clear, specific, but also concise. Recall all the velocity and force changes that
you noted. Where do these happen? Is it at a certain point or gradually? Include where the
changes happen if there is a clear position. Keep your answer to this section under the heading
“## Segment description”. Do not use this heading anywhere else in responding to previous
numbered questions.

Response (τ1)

1) Position Analysis
1a) The blue square waypoint is near the robot’s gripper, starting close to the left wrist.
1b) The red square waypoint is at the left wrist, indicating the end of the motion.
1c) The trajectory is a straight line.
1d) The trajectory ends at the left wrist.
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1e) The motion is directed towards the left wrist.

2) Velocity Analysis
2a) The speed near the start is 3.0 cm/s.
2b) The speed near the end is 2.0 cm/s.
2c) The starting speed is the same as the ending speed of the last segment, as this is the

first segment.
2d) The ending speed is notably slower than the starting speed.
2e) Notable change in velocity:

2e.i) The change happens at waypoint 7.
2e.ii) At this waypoint, the robot is near the left wrist.
2e.iii) After this change, the robot continues moving downward.

3) Force Analysis
3a) There are no forces involved in this segment.

## Segment Description
The robot moves in a straight line from its initial position towards the person’s left wrist. The
speed decreases as it approaches the wrist, indicating a careful approach. The trajectory ends
at the left wrist without applying any force, suggesting the robot is positioning the held towel
near the wrist, possibly for a handover or assistance task.

Prompt (τ2)

# Understanding your planned trajectory
[...]

# Kinematic description for image 2
At the start of image 2, the gripper is closed.
## Position descriptions
At waypoint 9, the position of the gripper center is at (-16.0, -49.2, 74.2). From waypoint 9 to
waypoint 10, the general motion of the robot is (0.6, 1.1, 1.6) centimeters. [...] At waypoint
39, the position of the gripper center is at (-39.3, -52.8, 84.8).
## Velocity descriptions
From waypoint 9 to waypoint 10, the average velocity of the robot is 1.0 centimeters per
second. [...] From waypoint 38 to waypoint 39, the average velocity of the robot is 1.0
centimeters per second.
## Force descriptions
From waypoint 9 to waypoint 10, the force magnitude of the robot end-effector is: [1.00, 1.00,
1.01, 1.01, 1.01, 1.02, 1.02, ..., 1.14, 1.14, 1.15, 1.15]. [...] From waypoint 38 to waypoint
39, the force magnitude of the robot end-effector is: [3.09, 3.09, 3.09, 3.10, 3.10, 3.10, 3.11,
..., 3.15, 3.16, 3.16, 3.16].
## Human body landmark positions
The following are the positions for each of the detected body landmarks in the image: left
wrist: (-16.0, -49.2, 74.2) centimeters, [...]
The first waypoint in this segment is closest to the left wrist at a distance of 0.0 centimeters.
The last waypoint in this segment is closest to the left elbow at a distance of 1.0 centimeters.

# Task descriptions
[...]

Response (τ2)

1) Position Analysis
1a) The blue square waypoint starts at the left wrist.
1b) The red square waypoint ends near the left elbow.
1c) The trajectory is a straight line.
1d) The trajectory passes close to the left elbow.
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1e) The motion is directed towards the left elbow.

2) Velocity Analysis
2a) The speed near the start is 1.0 cm/s.
2b) The speed near the end is 1.0 cm/s.
2c) The starting speed is slower than the ending speed of the last segment.
2d) The ending speed is the same as the starting speed in this segment.
2e) There is no notable change in velocity within this segment.

3) Force Analysis
3a) Yes, there are forces involved.
3b) The force is applied throughout the motion from the left wrist to the left elbow.
3c) The force gradually increases throughout the segment.
3d) The held towel might be used to apply gentle pressure or cleaning action along the arm.

## Segment Description
The robot moves in a straight line from the left wrist towards the left elbow. The speed remains
constant throughout the motion. A gradually increasing force is applied, suggesting the robot
is using the towel to gently interact with the arm, possibly for cleaning or applying pressure.

For τ3, note the additional question at the bottom where CoRI asks about the overall intention and
any user cooperation needed.

Prompt (τ3)

# Understanding your planned trajectory
[...]

# Kinematic description for image 3
At the start of image 3, the gripper is closed.
## Position descriptions
At waypoint 39, the position of the gripper center is at (-39.3, -52.8, 84.8). From waypoint
39 to waypoint 40, the general motion of the robot is (0.0, 0.1, 1.8) centimeters. [...] At
waypoint 63, the position of the gripper center is at (-4.3, -39.1, 79.3).
## Velocity descriptions
From waypoint 39 to waypoint 40, the average velocity of the robot is 2.0 centimeters per
second. [...] From waypoint 62 to waypoint 63, the average velocity of the robot is 4.0
centimeters per second.
## Force descriptions
There is no external force planned during this section.
## Human body landmark positions
The following are the positions for each of the detected body landmarks in the image: left
wrist: (-16.0, -49.2, 74.2) centimeters, [...]
The first waypoint in this segment is closest to the left elbow at a distance of 1.0 centimeters.
The last waypoint in this segment is closest to the left wrist at a distance of 16.3 centimeters.

# Task descriptions
[...]
## Overall intention for entire trajectory:
What is the overall intention of the robot, now that you have seen all the planned trajectories?
This should be closely related to what you identified that the robot is holding between the
grippers. Reason about its functionality within the trajectory. Focus on the intention and not
the motion. Keep your answer to this question under the heading “## Overall intention”.
Additionally, what does the user need to do in each segment that will allow this overall intention
to be achieved? It is fine if there is no cooperation needed during some/all segments. Keep your
answer to this question under the heading “## User cooperation”.
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Response (τ3)

1) Position Analysis
1a) The blue square waypoint starts near the left elbow.
1b) The red square waypoint ends near the left wrist.
1c) The trajectory is a straight line.
1d) The trajectory gets close to the left elbow and ends near the left wrist.
1e) The motion is directed downward towards the left wrist.

2) Velocity Analysis
2a) The speed near the start is 2.0 cm/s.
2b) The speed near the end is 4.0 cm/s.
2c) The starting speed is slower than the ending speed of the last segment.
2d) The ending speed is notably faster than the starting speed in this segment.
2e) Notable change in velocity:

2e.i) The change happens at waypoint 45.
2e.ii) At this waypoint, the robot is moving downward from the left elbow.
2e.iii) After this change, the robot continues moving downward towards the left wrist.

3) Force Analysis
3a) There are no forces involved in this segment.

## Segment Description
The robot moves in a straight line from the left elbow towards the left wrist. The speed
increases as it moves downward, indicating a swift motion. No force is applied during this
segment, suggesting the robot is repositioning the towel or returning to a neutral position.

## Overall Intention
The overall intention of the robot is to use the towel to interact with the person’s left arm,
possibly for cleaning or applying gentle pressure. The robot carefully approaches the arm,
applies a gentle force along the arm, and then repositions itself.

A.3 Communication Generation Stage

In this stage, CoRI extracts the following text from previous VLM responses: 1) all the response to
the environment comprehension stage, 2) text under “## Segment Description” headings, and 3) text
under the “## Overall Intention” heading. A prompt is then built around these text, and a reasoning
LLM is queried to generate the final communication. Parts of the prompt that is extracted from
previous stages are colored in navy.

Prompt

You are a robot, and here is what you currently observe in the environment:
### Environment:
- A person is sitting on a bed or couch, wearing a maroon hoodie and jeans.
- The person’s body joints and facial landmarks are labeled with blue and yellow markers,
indicating left and right sides.
- The setting appears to be indoors, possibly a room or living area.
## Object in Gripper:
- The robot is holding a white cloth or towel between its grippers.
### Possible Function:
- If the robot does not let go of the towel, it could be used for cleaning or wiping purposes, such
as assisting the person with personal hygiene or tidying up the surrounding area.

You also have a trajectory planned to interact with the environment. It is broken down into
segments, and here are the descriptions for each segment:
- Segment 1: The robot moves in a straight line from its initial position towards the person’s
left wrist. The speed decreases as it approaches the wrist, indicating a careful approach. The
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trajectory ends at the left wrist without applying any force, suggesting the robot is positioning
the held towel near the wrist, possibly for a handover or assistance task.
- Segment 2: The robot moves in a straight line from the left wrist towards the left elbow.
The speed remains constant throughout the motion. A gradually increasing force is applied,
suggesting the robot is using the towel to gently interact with the arm, possibly for cleaning or
applying pressure.
- Segment 3: The robot moves in a straight line from the left elbow towards the left wrist. The
speed increases as it moves downward, indicating a swift motion. No force is applied during
this segment, suggesting the robot is repositioning the towel or returning to a neutral position.

Additionally, from the motion and the observation, the intention of the entire trajectory is
tentatively deduced to be: “The overall intention of the robot is to use the towel to interact with
the person’s left arm, possibly for cleaning or applying gentle pressure. The robot carefully
approaches the arm, applies a gentle force along the arm, and then repositions itself.”

Further, the user cooperation in each segment needed in order to achieve the overall intention
is tentatively deduced to be:
- Segment 1: The user should keep their left arm steady to allow the robot to approach the wrist
accurately.
- Segment 2: The user should maintain their arm position to let the robot apply the towel along
the arm.
- Segment 3: No cooperation is needed as the robot repositions itself.

I now need you to do the following: first rephrase the overall intention and user cooperation so
that they are very friendly and suitable in an assistive setting. Don’t use emotionless words like
“task”. Also ensure that these make sense within the context of each segment’s description, and
resolve any inconsistencies. Take the most likely intention and don’t give ambiguous answers.
Next, I need you to output one concise sentence per segment, as a statement that speaks to
the user before you execute the motion for that segment. Include the overall intention where
appropriate, and mention any active human cooperation required. Pay attention to when the
robot actually plans to engage in contact, and make sure your statements are consistent with
this–when the description for a segment says no force, it directly means that there is no con-
tact, either the contact has not started yet, or the contact is already finished. Note that with
the exception of the first segment, the statement will be said *while* the robot is moving, so
it’ll be the best approach to include the high-level intention in the first statement and omit it
in the remaining statements. In terms of the motion, each statement should only talk about the
motion within that segment. In summary, each of your sentences should contain the following
information (in no particular order):
- where the robot is moving to within the segment (starting position can in general be omitted,
so no need for phrases like “from <some place>”)
- If the shape of the trajectory in the segment is more complicated than a straight line, then
mention it, otherwise just say where you’ll move to without saying “in a straight line”
- If velocity is not near-constant, then changes and trends in velocity, and where they happen.
If the description says the velocity/speed is constant/steady within the segment, don’t mention
anything about the speed all together.
- If there is any force, then changes and trends in force, and where they happen. If the descrip-
tion says no force/pressure, it simply means that no contact is planned for the robot to actively
engage with the environment, and in this case don’t mention anything about force/contact all
together.
- If needed, any behavior the human should do in this segment to achieve the overall intention.
Be specific for this one–you need to say exactly what the human should do to cooperate. If
necessary, modify the previously determined user cooperation.
- If appropriate, the intention of the segment, but be simple and basic
Try to weave these different information together using simple language, and use qualitative
descriptions instead of numerical values. Be concise and direct. For example, simply stating
“getting faster” is an implication that you are starting slow, so no need to elaborate by saying
things like “starting slow and then speeding up”. If the description says something like “no
force” or “no contact”, it simply means that the robot is not planning to touch anything, so if
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the previous segment contains force and the current segment does not, it simply means that the
contact is finished. Do not get this confused. You can ignore or condense extra information
from the provided descriptions if they don’t fit in one of the categories listed above. Suppose
you are speaking to a ten-year-old. Simplify as much as you can. Speak in a friendly and
helpful manner. Format your output as “Statement x: <your sentence>”.

Response

Overall Intention and Cooperation:
My aim is to help you feel comfortable by gently using the soft towel on your left arm—whether
that means a light clean or a soothing touch. To work well together, please keep your left arm
steady as I approach and help along your arm; once I finish the gentle touch, you can simply
relax.

Statement 1: I’m moving directly toward your left wrist and slowing down as I get closer so I
can carefully position the towel for a gentle clean—please keep your left arm still as I approach.
Statement 2: I’m now moving from your left wrist to your left elbow at a steady pace, gradually
increasing my touch with the towel for a gentle sweep along your arm—please continue to hold
your arm steady.
Statement 3: I’m quickly moving from your left elbow back to your left wrist without any
touch, simply repositioning the towel—now you can relax.

Note that we only extract the sentence after each “Statement k” as the statement to narrate to the
user.

B Trajectory Plans, Ground Truths, and Sample Outputs

For each of the three tasks evaluated in the user study (simulated bathing, simulated shaving, and
feeding), we design two different trajectories. In this section, for each of the trajectories, we provide:
1) an example trajectory, shown in the same overlay fashion as what the VLM reasons on, 2) the
ground-truth paragraph for each segment in the trajectory, 3) the one-sentence summary for each
paragraph, generated by a reasoning LLM (o3-mini), and 4) sample communications generated by
CoRI, for different participants throughout our study.

B.1 Bathing

Trajectory 1

Ground Truth Paragraphs

Statement for segment 1: I’m slowly moving the soft towel that I’m holding from my starting
position towards your left wrist, starting in a straight, gentle diagonal path to a spot just above
your wrist, and then moving straight down slightly near the end as I’m near you, to gently
place/rest the towel right at your left wrist. I’ll start at a moderate speed and slow down as I get
close. I’m not touching you for the most part, but you may feel a light, gentle, caring contact
near the end. I’m just carefully positioning myself and the towel so that everything is ready
before beginning our gentle cleaning/freshening/caring process of a soothing wipe. Please
keep your left wrist and left arm still, open, and visible, so that I can reach exactly where I
need in order to help you, and you can just sit back and relax as I do this approach on my own.

Statement for segment 2: I’m now slowly and carefully gliding the towel up along your left
arm, in a straight line from your left wrist to your left elbow, maintaining a constant low speed,
and gradually increasing the pressure on my gentle touch as I move, so that I can ensure proper
cleaning through the wipe. Please continue to hold your left arm still and open, and just stay
comfortable, as I work to complete the gentle cleaning, caring process along your forearm.
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(a) Segment 1 (b) Segment 2 (c) Segment 3

Figure 5: Example overlay visualization of trajectory 1 in the bathing task, for participant 3.

Statement for segment 3: Lastly, I’m now lifting the towel away from your left elbow in a
curved path, first moving slowly and slightly upward near your left elbow along your upper
arm, and then smoothly and quickly retracting my hand with the cloth away from your body,
returning to my base starting position above your lap in a straight diagonal, moving faster as
I leave, without any pressure. I’m not touching you anymore, so there’s nothing you need to
do–you can simply relax in comfort now as I finish the cleaning, but keep your arm steadily as
it is as I get ready for my next wipe.

Summaries from LLM

Statement for segment 1: I’ll move the towel along a gentle diagonal then straight-down path
to rest it on your left wrist, slowing from moderate to near stop with only light contact at the
end; please keep your left arm still, open, and visible.

Statement for segment 2: I’ll glide the towel straight up your left forearm to your elbow,
gradually increasing pressure for effective cleaning; please keep your left arm still and open.

Statement for segment 3: I’ll lift the towel away from your elbow in a slow, curved upward
path, then accelerate back along a diagonal to my lap; please keep your arm steady.

Sample communication generated from CoRI (P3)

Statement for segment 1: I’m moving directly toward your left wrist and slowing down as I get
closer so I can carefully position the towel for a gentle clean—please keep your left arm still
as I approach.

Statement for segment 2: I’m now moving from your left wrist to your left elbow at a steady
pace, gradually increasing my touch with the towel for a gentle sweep along your arm—please
continue to hold your arm steady.

Statement for segment 3: I’m quickly moving from your left elbow back to your left wrist
without any touch, simply repositioning the towel—now you can relax.
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Sample communication generated from CoRI (P9)

Statement for segment 1: I’m carefully moving my towel in a mostly straight path, then
lowering it softly to your left wrist so I can start the gentle cleaning—please keep your wrist
still.

Statement for segment 2: I’m now gently moving the towel upward along your forearm toward
your left elbow while slowly increasing my pressure to wipe it nicely—please keep your arm
extended and steady.

Statement for segment 3: I’m briefly lifting near your elbow and then quickly moving my towel
away in a diagonal and downward path to finish the cleaning, so you can simply relax.

Sample communication generated from CoRI (P14)

Statement for segment 1: I’m going to gently move the soft towel straight down onto your left
wrist, slowing down as I near it to begin caring for your arm—please just relax your wrist.

Statement for segment 2: Now, I’m slowly sliding the towel along your forearm toward your
elbow, gently increasing the pressure as I follow your arm’s contour; please keep your left arm
steady.

Statement for segment 3: Finally, I’ll lift and curve the towel away from your arm, speeding up
as I move it safely above your lap, so you can simply remain relaxed while I finish.

Trajectory 2

(a) Segment 1 (b) Segment 2 (c) Segment 3

Figure 6: Example overlay visualization of trajectory 2 in the bathing task, for participant 6.

Ground Truth Paragraphs

Statement for segment 1: I’m slowly moving the soft towel that I’m holding (or some other
soft, fluffy item) from my starting position towards your left wrist, starting in a straight, gentle
diagonal line to a spot just above your wrist, and then moving straight down slightly near
the end as I’m near you, to gently place/rest the towel right at your left wrist. I’ll start at a
moderate speed and slow down as I get close. I’m not touching you or applying pressure
yet for the most part, but you may feel a light, gentle, caring contact near the end. I’m just
carefully positioning myself and the towel so that everything is ready before beginning our
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gentle cleaning/freshening/caring process of a soothing wipe. Please keep your left wrist and
left arm still, open, and visible, so that I can reach exactly where I need in order to help you,
and you can just sit back and relax as I do this approach on my own.

Statement for segment 2: I’m now slowly and carefully gliding the towel up along your left arm,
from your left wrist to your left elbow in a straight line and then to your left shoulder, following
the natural contour of your arm in a curve. I’ll start slow and move faster near your elbow
as I get close to your shoulder in the end, while softly applying a constant, gentle pressure
with my touch. Please continue to hold your left arm steady and open, and just stay comfort-
able, as I work to safely complete the gentle cleaning, caring process of wiping along your arm.

Statement for segment 3: Lastly, I’m now lifting the towel away from your left shoulder in a
curved path, first moving slowly and steadily and then smoothly and quickly retracting the cloth
away from your body, moving down in a straight diagonal path to return to my base starting
position above your lap around your wrist, moving faster as I leave, without any pressure. I’m
not touching or pressing you anymore, so there’s nothing you need to do–you can simply relax
in comfort now as I finish the cleaning, but keep your arm steadily as it is as I get ready for my
next wipe.

Summaries from LLM

Statement for segment 1: I will move the towel in a gentle diagonal toward and then slightly
down to rest at your left wrist, slowing as I approach—please keep your left wrist and arm still,
open, and visible so I can position the towel before cleaning.

Statement for segment 2: I will glide the towel up along the natural curve of your left arm to
your shoulder, starting slowly and speeding up near your elbow while applying constant gen-
tle pressure—please continue to hold your arm steady and open, and stay comfortable as I wipe.

Statement for segment 3: I will lift the towel away from your shoulder in a curved path and
retract it diagonally back to my rest position, accelerating as I leave with no contact—please
keep your arm steady and relax.

Sample communication generated from CoRI (P6)

Statement for segment 1: I’m moving straight to your left wrist with the towel to get ready for
a gentle cleaning—please just relax as I position myself.

Statement for segment 2: Now I’m softly running the towel along your left arm from your
wrist to your shoulder, following its natural curve and moving a bit faster after your elbow;
please keep your left arm still so I can do this smoothly.

Statement for segment 3: I’m now moving the towel away from your shoulder along a smooth,
curved path, finishing the cleaning without any contact—feel free to relax.

Sample communication generated from CoRI (P10)

Statement for segment 1: I’m moving straight over to your left wrist with my towel to begin a
gentle clean; please keep your left arm steady.

Statement for segment 2: I’m now gliding the towel along your arm, starting slowly at your
wrist and picking up a bit of speed after your elbow as I head to your left shoulder; please hold
your arm still.

Statement for segment 3: I’m gently retracting the towel along your arm, moving past your
wrist with a little extra speed as I finish up, so please continue to keep your arm calm.
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Sample communication generated from CoRI (P15)

Statement for segment 1: I’m moving the towel in a smooth, straight line to softly reach your
left wrist—please keep your arm still so I can begin our gentle comfort.

Statement for segment 2: Now, I’m gliding the towel up your arm from your wrist to your
shoulder with a gentle, steady pressure that picks up a bit after your elbow; please continue to
keep your arm relaxed.

Statement for segment 3: I’m now moving the towel diagonally from your shoulder back to-
ward your wrist without pressing, as I return to a neutral position—just relax and enjoy the
movement.

B.2 Shaving

Trajectory 1

(a) Segment 1 (b) Segment 2 (c) Segment 3

Figure 7: Example overlay visualization of trajectory 1 in the shaving task, for participant 13.

Ground Truth Paragraphs

Statement for segment 1: I’m gently and smoothly moving the clipper in a gentle diagonal
straight line/curve along your left forearm from near your wrist area toward your elbow,
slowing down as I approach near your elbow to lower it and get perfectly lined up, ready
before I start a soft grooming action and neat hair removal. You don’t need to do anything
actively–please just relax and keep your wrist and left arm steady, exposed, and accessible, as
I’m not touching you yet.

Statement for segment 2: I’m now carefully gliding the clipper in a straight line along your
forearm from near your left elbow down to your left wrist, keeping a steady slow speed
and soft, constant, gentle pressure to help trim and shave your hair and skin evenly. Please
continue to keep your left arm relaxed, steady, and exposed so that I can trim safely in my work.

Statement for segment 3: I’m lifting the clipper away from your forearm skin, moving upward
and retreating from your left wrist and then quickly diagonally back to my starting position
near your left/right wrist area in a straight line, smoothly picking up speed as I go after leaving
your forearm. I’m moving in a graceful curved diagonal sweep, and I’m stepping away from
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your body without touching you anymore. You don’t need to do anything now, so you can keep
your arms and wrists relaxed and stay still as I safely finish the trimming and move away.

Summaries from LLM

Statement for segment 1: I’ll move the clipper in a smooth diagonal curve up your left forearm
toward your elbow, slowing as I near the elbow to align it for grooming—please relax and keep
your wrist and arm steady and exposed.

Statement for segment 2: I’ll glide the clipper in a straight line down your left forearm toward
your wrist at a steady slow speed with constant gentle pressure to trim evenly—please keep
your arm relaxed, steady, and exposed.

Statement for segment 3: I’ll lift the clipper off your skin, then sweep it in a graceful curved
diagonal path back to my start position while accelerating away—please remain still with your
arms and wrists relaxed as I finish and move away.

Sample communication generated from CoRI (P1)

Statement for segment 1: I’m moving from your wrist toward your left elbow and slowing
down as I approach so I can get set to trim your arm hair—please keep your arm still.

Statement for segment 2: I’m now sliding from your left elbow back to your wrist with a
steady, gentle pressure to trim your hair, so please continue to keep your arm perfectly still.

Statement for segment 3: I’m retreating quickly from your left wrist without touching your
skin, so you can relax your arm.

Sample communication generated from CoRI (P7)

Statement for segment 1: I’m moving the clipper smoothly from near your left wrist up in a
gentle diagonal line toward your elbow—slowing down as I near the elbow to get perfectly
lined up; you don’t need to do anything, just keep your arm relaxed.

Statement for segment 2: Now I’m sliding the clipper straight down along your forearm from
your elbow to your wrist with a slow, steady touch to groom your skin, so please hold your left
arm steady during this part.

Statement for segment 3: Finally, I’m lifting the clipper away by moving upward from your
wrist along your forearm, starting at a moderate pace and then picking up speed, and you can
just continue keeping your arm relaxed.

Sample communication generated from CoRI (P13)

Statement for segment 1: I’m gently moving the clipper in a smooth diagonal line toward
your elbow and then slowing down as I lower it near your elbow to start the neat hair
removal—please keep your left arm steady.

Statement for segment 2: I’m now carefully sliding the clipper from your elbow to your wrist
with a soft, constant pressure for an even shave, so please hold your arm still and in place.

Statement for segment 3: I’m swiftly retracting the clipper by moving upward from your wrist
and then diagonally back toward me, so you can relax as I finish the grooming process.

Trajectory 2
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Ground Truth Paragraphs

Statement for segment 1: I’m gently and smoothly moving the clipper in a gentle diagonal
straight line/curve up along your left forearm from near your left/right wrist area toward your
elbow, starting at a moderate speed and slowing down as I approach close to your elbow to
lower it and carefully get perfectly lined up, ready before I start a soft grooming action and
neat hair removal. You don’t need to do anything actively–please just relax and keep your wrist
and left arm steady, exposed, and accessible so that I can reach the area, as I’m not touching
you yet, and just getting into the perfect position, setting up to help with gentle clipping on
your left forearm.

Statement for segment 2: I’m now carefully gliding the clipper in a fun zigzag path along
your forearm from near your left elbow down to your left wrist, keeping a steady slow speed
and soft, constant, gentle pressure to help trim and shave your hair and skin evenly. Please
continue to keep your left arm relaxed, steady, and exposed so that I can trim safely in my work.

Statement for segment 3: I’m lifting the clipper upward and away from your left wrist, and
then diagonally back to my starting position in the open space near your left/right wrist area
in a straight line, starting at a gentle pace and smoothly picking up speed as I go faster after
leaving your forearm, without applying any extra pressure or touching your skin anymore so
that I’m clear of your arm. You don’t need to do anything now, so you can keep your arms and
wrists relaxed and stay still as I safely finish the trimming. The grooming is now complete.

Summaries from LLM

Statement for segment 1: I’ll move the clipper diagonally up to your left elbow, gradually
slowing as I approach to align it for grooming—please keep your left arm relaxed, steady, and
exposed.

Statement for segment 2: I’ll glide the clipper in a zigzag pattern down to your left wrist with
constant gentle pressure to trim your hair evenly—please keep your left arm relaxed, steady,
and exposed.

(a) Segment 1 (b) Segment 2 (c) Segment 3

Figure 8: Example overlay visualization of trajectory 2 in the shaving task, for participant 2.
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Statement for segment 3: I’ll lift the clipper upward away from your left wrist then diagonally
return it to a rest position near your wrist while accelerating to complete the trim—please keep
your arms and wrists relaxed and still.

Sample communication generated from CoRI (P2)

Statement for segment 1: I’m moving in a straight line toward your left elbow, gradually
slowing down as I approach to gently get ready for grooming; please keep your arm steady so
I can do this safely.

Statement for segment 2: I’m now following a friendly zigzag path along your left forearm,
applying a gentle and steady pressure as I smooth it out—please continue to hold your arm still.

Statement for segment 3: I’m returning in a straight line from your left wrist back to my starting
spot, gradually picking up speed, and I won’t be touching your arm now, so you can relax.

Sample communication generated from CoRI (P5)

Statement for segment 1: I’m gently moving the clipper from near your wrist upward and
outward along your forearm toward your elbow, slowing down as I get close for careful
alignment—please keep your left arm still so I can set up for trimming.

Statement for segment 2: Now I’m gliding the clipper down toward your wrist along a fun
zig-zag path while keeping a gentle, steady touch on your skin—please keep your forearm
steady so I can trim safely.

Statement for segment 3: Finally, I’m lifting the clipper a bit and then quickly moving it away
from your wrist and arm without touching you, so feel free to relax your arm as I finish up.

Sample communication generated from CoRI (P12)

Statement for segment 1: I’m moving the clipper in a smooth, diagonal line along your left
forearm toward your elbow—starting at a moderate speed and then slowing down as I get
closer—to get ready for a gentle trim, so please just relax your arm.

Statement for segment 2: Now, I’m following a gentle, winding path from your elbow down to
your wrist, applying a steady, light pressure as I trim your hair; please keep your left arm still
and exposed so I can work safely.

Statement for segment 3: Finally, I’m lifting the clipper upward from your wrist and then
quickly moving it away into open space, so just stay comfortable as I finish up.

B.3 Feeding

Trajectory 1

Ground Truth Paragraphs

Statement for segment 1: I’m moving the spoon with food, likely some delicious cracker, in a
straight line diagonally toward your mouth at a steady pace and slowing down into a straight
vertical approach gently as I get close. Please be ready to open your mouth a bit, take the food,
and enjoy your bite when it arrives and I pause a bit, to join in our friendly meal.

Statement for segment 2: Please take the food from the spoon during my pause. Then I’m
smoothly and gently pulling the spoon away from your mouth in a straight line and then speed
up to retract it diagonally back to my spot on the table, so just relax and enjoy your meal, and
you don’t need to do anything as I finish our little sharing moment.
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(a) Segment 1 (b) Segment 2

Figure 9: Example overlay visualization of trajectory 1 in the feeding task, for participant 11.

Summaries from LLM

Statement for segment 1: I’ll move the spoon holding the food diagonally toward your mouth
at a steady pace, then slow into a vertical approach as I get close—pause for you to open your
mouth and take the bite.

Statement for segment 2: After you take the food during my pause, I’ll smoothly pull the spoon
straight back then speed up as I retract it diagonally to my spot on the table, so you can just
relax and enjoy without doing anything further.

Sample communication generated from CoRI (P4)

Statement for segment 1: I’m moving your spoon up to your mouth using a quick diagonal
path that slows into a near-vertical approach–please open your mouth to let you receive your
food.

Statement for segment 2: I’m now gently retracting the spoon away from your mouth along
a smooth path and then quickly returning it to the table edge; you don’t need to do anything
during this move.

Sample communication generated from CoRI (P10)

Statement for segment 1: I’m moving the spoon straight toward your mouth, slowing down as
I get closer, so please open your mouth to take the food.

Statement for segment 2: I’m now gently pulling the spoon away from your mouth—starting
slowly and then speeding up as I return to the table—and you don’t need to do anything.

Sample communication generated from CoRI (P11)

Statement for segment 1: I’m moving my spoon in a straight line toward your mouth and
slowing down as I get close—please be ready to take the food when it arrives.

Statement for segment 2: I’m smoothly pulling the spoon away from your mouth in a straight
line and then retracting it diagonally back to my spot, so just relax as I move.

Trajectory 2

Ground Truth Paragraphs

Statement for segment 1: I’m kindly moving the spoon with tasty food, likely some delicious
cracker, in a straight line diagonally toward just in front of your mouth at a steady pace to help
you start your meal. There’s nothing you need to do at first, so just sit back and relax, but
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(a) Segment 1 (b) Segment 2

Figure 10: Example overlay visualization of trajectory 2 in the feeding task, for participant 16.

please be ready to lean forward, open your mouth and take the food when it arrives and I get
close and pause a bit to offer you the bite, so you can enjoy your treat.

Statement for segment 2: I’m holding the spoon by your mouth for a moment of pause so that
you have plenty of time to take the food and savor your snack. Please lean forward to take a
bite with your mouth or use your hand to take the food. Then I’m smoothly and gently pulling
the spoon away from your mouth in a straight line faster, retracting it diagonally back to my
spot on the table, so just relax, and you don’t need to do anything.

Summaries from LLM

Statement for segment 1: I’ll move the spoon diagonally to just in front of your mouth at a
steady pace to offer you a bite—please lean forward, open your mouth, and take the food when
I pause.

Statement for segment 2: I’ll hold the spoon by your mouth so you can lean forward or use
your hand to take a bite, then smoothly retract it diagonally back to the table at a faster speed.

Sample communication generated from CoRI (P1)

Statement for segment 1: I’m moving straight toward your mouth with the spoon holding your
snack—please open your mouth a little so you can receive your treat.

Statement for segment 2: Now I’m gently retracting the spoon in a straight line away from your
mouth; you can just relax as I pull back.

Sample communication generated from CoRI (P8)

Statement for segment 1: I’m moving in a straight line to bring this spoonful of yummy food
right near your mouth—please open your mouth when you see it coming so you can take a
bite.

Statement for segment 2: I’m moving straight back from your mouth, gently returning the
spoon to the table, and you don’t need to do anything now.

Sample communication generated from CoRI (P16)

Statement for segment 1: I’m moving straight toward your mouth with a yummy cracker on a
spoon, so please open your mouth to receive your treat when I arrive.

Statement for segment 2: I’m now gently retracting the spoon away from your mouth along a
direct path, so please remain still as I complete my move.
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